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In English

What is GIN?

“Best design” for Global Internet
Why to implement MPLS-TE for GIN
Current traffic summary

How to do for the current huge traffic
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1. 270-—/VLIPHRY RDO—2J(GIN)DET (1/2)
NTT Communications Global IP Network

Asla and Oceania

v 592G

0C12/5T™Me — Global IP Network POP

OCAS/STMIE  we— NTT Commenications Data Center [l
OC192/STMEA s Partners POP is)
GG-£ E Private Peering Point A
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1. 20—)VLIPRY RD—2(GIN)DFET (2/2)

« IGPis IS-IS
« Roughly 150 routers in backbone iBGP mesh

« BGP confederated sub-ASNs are used for affiliated
companies/groups

« No route reflectors, flat BGP topology

« Current FIB is ~484k routes

 Current RIB is ~4.9mm routes

« Juniper T-Series Core

« Cisco ASR9000 Edge

« Junipers run a full mesh of RSVP-TE LSPs
- A limited number of ASR9000s as well

« Pseudowire Ethernet service uses LDP tunneled within the
RSVP infrastructure

- . Global ICT Partner
Nrrcommun’catlons Innovative. Reliable. Seamless .
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MPLS/POP Architecture

NTT Global IP Network

,———

ASR9000 ASR9000

Customers
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2.1 70-)Ub1>5—2Y RD"RANTHA2"E(E?

. In networking, there is no such thing as a “Best Design”
that remains true for all time.

. Every decision in networking is a result of cost benefit
analysis given the available technology and the business
problem at that moment.

. NTT GIN is built primarily as a wholesale IP backbone,
multi-service (L2VPN) came later

. Others MPLS networks are purpose built for other services
(L1 transport, L2 transport, L3 VPN)

. Other MPLS networks are built to support multiple services
or to be aggregators of other networks

. IR NTY A2 ] OEFTEN, [AHRX MME, BICKO>TEDS

. AARBIREESHRRAZ—RICEDILKTHL>

. GINE A E S22y FEEHRTBIPI\Y IR—2EDOTEh. €Dk
L2VPNZ : I

NT T Communications
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BGP-Free Core vs. full iBGP

« GIN Backbone runs a full iBGP mesh

« Network is designed to be flat (customers and peers can
land on core routers)

 No desire to extend MPLS-TE mesh to pure edge devices

« We feel we would be unable to rely on platforms that
would deliver promised capex savings

« IP traffic will still forward in case of MPLS failure

« IPv4/v6 dual-stack support in RSVP-TE was lacking until
recently

INVIOR—UNEIBGPDIIVAYS 148 UL—NUJLOSELD)

- MPLSS DI BS(ICIPI A D—5« > h'nlse

-V6IIIPI A T—F 1 IO KERED I (RSVP-TEDYR— M) 1EFR
=0 7z)

ITwvSI)IL—STMPLS-TEZEA UTULVERL
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3.1 2. 20—-/)VUVIPRY RDO—2O(CMPLS-TE?

« Originally, GIN network did not use MPLS and ran BGP and ISIS
directly over the point to point links.

« MPLS/TE was introduced in 2002 for operational improvement
reasons primarily due to three factors:

— Better visibility into router to router pair flow traffic data
— Ability to do pseudo admission control on traffic

— Finer grain traffic splitting along parallel or equivalent
paths

« 2002£F(CMPLS-TEZEA

- EAHEH
1. L—FRED STy oIJ0—-2RVPI<AHRIE
2. FSJavODF7 REZVvS3>a>bO-)
3. KD EHMVOHER NS T 1 v D 5ralislE
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Also Traffic and Topology Growth!
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3.2 2. 20—/)VUVIPRY RDO—2O(CMPLS-TE?

@<:>@<:>®

« In traditional IP Networks, traffic statistics can only be collected on per
interface basis

— A<->B, B<->C traffic can be collected, but not A<->C,

— A<->C can be interpolated based on traffic information from A, B and C,
but as the network scales to more routers and links, the more

computationally expensive the interpolation, and lower the accuracy
of the result.

— While other traffic collection technologies such as sFlow and Netflow can

give similar data, in router vendor implementations, measuring LSP traffic

is the most scalable and reliable way to measure router to router traffic in a
complex topology network.

o ERBORIPRY ND—DTIE. W—AFEFRES NS T4 v IOFT—FDEISIEEL L)
- ASCORSTIarwvoIO—EREWVES
- A~B. B~COFT—AIDSHAIE>THETS
- flow>—4%4 (Netflow, sFlow) —
_ b\g»nﬁ E—C (317& ll\ iIlTTCommunications lG:obal IRC.TbII)a:tqe: I
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3.3 2. 20—-/)VUVIPRY RDO—2D(CMPLS-TE?

With more accurate statistics, one can do better capacity planning and also day
to day traffic management

With MPLS, one can create a full mesh of LSPs between routers, limited only by
manageability

S

=T >

PP P
A& B /C

— A traffic matrix can be built between all nodes in the network

— Traffic statistics can be immediately used to reconfigure the network (no
topology changes needed)

¢« ASCICLSPZREIBCET. ASCORS I v I5T—HAERISTES
« IIAYVSI1DLSPZESEEINE. NV IR—ADSIIL—FRIDO T O—hNEIETTEE

S Global ICT Partner
NT T Communications 1iiovative reiiabie. Seaniess.

Copyright © NTT Communications Corporation. All right reserve d.



3.4 ASN-based stats vs. hode-based stats

« In GIN backbone ASN-to-ASN statistics are useful for
traffic engineering on the edge.

 For the core, router-to-router statistics are more useful
because traffic sources cannot be easily moved between
POPs

« Additionally, in a very large IP Network ASN-to-ASN traffic
matrix is a very computationally difficult problem to solve
and analyze

e IWIOR—"ODMSTaVIIIOSZFTIIDIEHICIE. IL—FRIIC
N3N JarwvoI0-VEEZIBIET S CENEE
BGP ASTJO— (Src/Dst ASDF—%) DIBBEEEEEN, E55HENS
ETvSmbF
- RV RNO—OHQIEMICRBICHEVN. ASTO—FT—HEERICIBIETIZ&(F
LD
- GINTIEZINAYSILSPOIO—FT—F%ZRTULS
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3.5 2. 20—/)VUVIPRY RDO—2D(CMPLS-TE?

« MPLS/TE does not restrict the number of LSPs between two origin and
destination routers.

— This means that one could create multiple parallel LSPs between a single
pair of routers

— This is useful if the traffic between two routers is such that the LSP sizes
are too big to fit into a single link, or too big for that LSP and other LSPs to
fit together on a single link.

— There is no restriction on how many diverse paths those parallel LSPs can
take any between the two points.

— Different fill strategies can be used to optimize parallel paths between
devices (least fill, most fill, random)

o JL—IHICEEETE SLSPEUC (I HIBRH L
- VIL—IRT ([CHEEDLSPZETE I HE
- 1EHRIC S T W ODEDUISRM O IZIBEE. EHDLSPZESRET S LT,
EHERC STV IZDHETEBIIENTES
o LSPHEDEIFRZE DML, FRARETEDBIBETREREDF LY
- KDEDHHONR NS T 1 v IR ETEE
least fill: fEAFHD XD PRV RICEBENICLSPZERES
most fill: FEBAFIHDLDZVWI R (ICEBENICLSPERED. Global ICT Partner I
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3.6 2. 20—/)VUVIPRY RDO—2O(CMPLS-TE?

Many of the short comings of IP routing compared to MPLS/TE have
since the early 2000s been addressed, e.q.
— “wide” metric for ISIS/OSPF that allows for computation of link metric that
includes other information such as load
— Sophisticated metric calculation programs that allows for traffic adjustments
in face of multiple diverse paths between nodes

— IP forwarding performance has caught up to MPLS forwarding

However, to date there is no equivalent way to obtain detailed traffic
statistics that MPLS full meshed LSPs provides in pure IP routing.

Should the network requirement or the available technology change,
GIN network will change along with it and in the future GIN may not be
using MPLS/TE.
pure IPJL—F« >J(C(E. 2000ERI@HHSEHENTELELSIC. HRARBRRRI
b‘aaor (12U, #DZ<FREIT TICHEINTNDS)
wiERiREZEESNS. HRIGPHED DI
- %ﬁg&;:j»r Vv ORHERIAT SIS, IGPAMNIYIDHET OIS ADXBECIRDIE
ahtd-o
IPIAD—F 4 2PDINITA—=I>AIE. MPLST A T—F 1 2D CHEARTEHDO>TWE
I~774’ v I0—-RIROBRCILDE. SDEZBMPLS-TE(LSP)H&=iE
Y RO—OEHPRMOZELICKHEU T, SEMPLS-TEZ EIDR< B E LT




3.7 2. 20—/)VUVIPRY RDO—2O(CMPLS-TE?

« In a pure IP network without MPLS, there was no good way to do

admission control into traffic routing
* :

Congestlon

@

E F

Assuming that all links are 10G above, if C->B->A and F->B->A are the best
paths for routers C and F, there will be congestion between A and B.

In traditional IP routing, there’s no concept of load, just simply a number that
represented the “cost” of that link.

- Ea7RIPRY FDO—OTIE, IGPOABMIHRDODTRS Ir v IhiHENS.
« MNDEOOEHEET SEIEEED DS

. PRIwS3>aYRO- (RN3%EOESSEHEEELT. RUTIWRS Ty
DEEHTS) ORI, — mmmmwrl
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3.8 2. 20—/)VULIPRY RDO—2O(CMPLS-TE?

« With MPLS TE, if traffic information is known in advance that can
be used to do admission control by assigning bandwidth to the

individual LSPs at set up time
C

7G

(76—
?gi:é'?@
NS — @

Since 7G+5G > 10G of A-B link, either the LSP between C->A or F->A will fail
to establish.

The LSP that fails to establish will be routed around the “longer” path, which in
above will most likely be the F->A LSP via F->E->A.

- MPLS-TETI(E. 7 R=wv>3>3> bO—-JLH'AE]HEE,
+ FSJ1vOE2FHIBRERLTHE. BEULESREDEZEET S
- wEDIENESEDIEC(E, €EEELSPEERDZENTERL I
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3.9 MPLS plus ECMP

« If instead we created 2 LSPs between F and A we could take

advantage of both MPLS and ECMP
(106G @
& "9, -

e

High value traffic could also be assigned it's own LSP between F and A
and given priority access to the link between A and B.

« 2LSP(ZCTIIF-B-A, F-E-A)ZiEN(E. MPLS-TECEECMPHO\FIAITES
« F->A3R5 T v P%. 2D0EDIECHENATEE

—
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3.10 MPLS vs. ECMP

« With ECMP, traffic is balanced without regard to downstream capacity

Congestion @
I IES
@@

Since 7G+4G > 10G of A-B link, congestion will occur on A-B

The topology could be changed to allow for more efficient use by ECMP.
This may not be possible when long-haul or under-sea cables are involved
MPLS can solve this problem without a topology change
MPLS-TEEEUDECMPTI(X. 7 RZwv>3>> bO—ILHTER
« EOMK IS TAvIOZRBMUTE. ECHTERIRT SEEEND S,

,—__\‘
Global ICT Partner
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You're running an MPLS network, not an IP network
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3.10 IP Forwarding

10/8 NH
172.16.100.1

10/8 172.16.100.1 192.168.250.1
Global Src 192.168.250.2

Dst 10.1.1.1
Src 192.168.250.2
Dst 10.1.1.1
. — Src 192.168.250.2

US->HKEEFD10/858 RS
ERAs)

- JPEE FD10/8(ICEEE I I

VUAEND

\ll'TTCommunicétions EISR?HSLTLEHSS I
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3.11 MPLS Forwarding

10/8 NH 172.16.100.1
172.16.100.1 NH LSP US-HK

Src 192.168.250.2 LSP AC NH Label 1
Dst 10.1.1.1
Label 1

10/8 172.16.100.1
Global
Src 192.168.250.2

Label O
Src 192.168.250.2 Dst 10.1.1.1

Dst 10.1.1.1

192.168.250.1

Src 192.168.250.2
Dst 10.1.1.1

US->HKEZTFD10/8%E S

dJa4vyD
-YIBEK(C(FIPE@ESB A, IP
IW—IMHKIC T A DT—F 1 >0
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5.1.1 Auto bandwidth

¢ FSEYVIORKRHFETESTRUVIES, RUCAISHNSCHERAD
S EwOhiRED T, Biiiﬂ,ﬁb\bciﬂlﬁ/\w hSEYOMERXD
Td\/Ut-U-j(Lﬁ_géo

L 2 DEENCHDETCLETEDKRKESZMNZA TCULIMMRWLWE, /ORI
ZDL/ N — XADOEEMEWNCERD,
® ECDLIDICIREN? AEJL
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5.1.2 Auto bandwidth

& B#EFbo™hr .
& Eilf  RERITOE <P THD,

Traffic monitor

Network A->B 8G
Controller Current BW bw AB

statistics

interface IGP metric
traffic

_ 8G
automatl< Change BW

LSP Setup bw
traffic

\NTTCommumcations FIOE?”RC..T.,?a:UTeSr
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5.1.3 Auto bandwidth

& B#EFbo™hr .
& EGHIE : ) — RABEMHICY> > THD,
& BIXEELIL—FIEE;

[edit protocols mpls statistics]
auto-bandwidth;

[edit protocols mpls label-switched-path label-switched-path-name]
auto-bandwidth

adjust-interval (in seconds); (default 24 hours)

adjust-threshold (percent); (default 5)

adjust-threshold-overflow-limit (number); (if the max avg bw is
exceeded this many times adjust immediately)

minimum-bandwidth (bps);

maximum-bandwidth (bps);

monitor-bandwidth; (calculate changes but don't apply)

.. Global ICT Partner
Nrrcommun’catlons Innovative. Reliable. Seamless .
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5.1.4 Auto bandwidth

& HFEHIL—HrEE;

mpls traffic-eng
auto-bw collect frequency (minutes) (how frequently output information
is collected)

interface tunnel-te tunnel-id

auto-bw

application (in minutes) (time between bw adjustments)

bw-limit min (kbps) max (kbps)

adjustment-threshold (percentage) min (minimum-bandwidth)
overflow-threshold (percentage) min (bandwidth kps) limit (if the max
avg bw is exceeded this many times adjust immediately)

.. Global ICT Partner
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5.2.1 Re-optimization

& ISEVIEOZHNHELL., MROSHKRSIF 1 wIICED
3 (BIRE, FHRT—JILEE E+HGR—X) »r—TIL
[BE) , ZOHME. TILAVSID/NUL— NEAFENLTE
ZTWES, AMEBERENCRSROL, BEEE. EIR0E
(LICED RSEWOIESFBZEN TSR,

& CEDESCTITREN?
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5.2.2 Re-optimization

® BEFEINRE, IL—FICKLDIDENIBEFESIFE. BEHIL—FC
ECARRBU TEREVWNDIZT;

[edit protocols mpls]
optimize-aggressive;
optimize-timer (second); (default 1800sec)
4 EEIZIU(FE‘“ =N I//_WJIEI%%EIEIO)%%%ZM(J Ebct
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5.3.1 MPLS Link Coloring

€ Intra-Region®/) AWK IEF/ KPFDBZITDO TERWNTDLD
IRC E(IEERFTHD THEITIZLY,

¢ J0-/)ULICBVWT, BES—TJILIAXA IR NIEHDHDEIE
MIEE(CEFL,

® ELDLDCIREMN?

BIRXE BIEXE

(wet) (wet)

|
P
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5.3.2 MPLS Link Coloring

® U UICB%ZEDIIT. Intra-regionZzEi#i U IciRiEETEZ BHENML
EESY
2)L—FCEBDFDOFEEZ LI
[edit protocols mpls admin-groups]

Path E-H na-ap 1 (red);
(exclude [eu-ap na-eu]) na-eu 2 (green);
} eu-ap 3 (blue);
RKIEF 7

?
2

&
2
C

Path E-H

|||||||||||||||||||||||||||
~__
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5.4.1 Priority for Large LSP

& LAY IT)— REIZEENEETA/serviceDimiE) (AN
MNE, XY NIJ—=D(CFET D/ R(IERKICIED,

& OB/ RZRAMIERELULTW ZEN, PIRUY —-XDB
IF ARV TIEOX MEERICEN B,

® ELDEDCIAREMN?
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5.4.2 Priority for Large LSP

& R\ RXZEEITDIHEELT,

® AEFRLSbEVOSELTZHD/CR (setup bwhRE0N
JXR) MS5)L— hZERDTNL,

¢ [EERE. XERNSevIZEN RZREILTEDE. /T

OXNEIMETE S,
Priority setup hold BW{E ({5l)

high 0 0 -
1 1 30G to 40G
2 2 20G to 30G
3 3 10G to 20G
4 4 5G to 10G
5 5 1G to 5G
6 6 1G

low 7 7/ -




5.5.1 Spread LSPs for resource allocation

IL=FRE S EY OFIETHI0GE LEMUL TS,

£HENTC/\AFEZIEP LU TV ERBEIETERVSEEFEL
T3,

® LDLICIREN?

L 2R 2

Nam | Sour | Dest | Setup BW Nan SourlDestlSetup BW |

1 r... e lr. 23283.30 1 . |Fo.. [T 28102.60

2 e e .. 15685.10| |2 |- [P [P 27900.60

TR 15450.10 3 r..|r. |r.. 27821.60

a |r.r.|r. 15382.10 4 |t [r. T 26516.30

B r.. le. Ir. 15318.70 5 oo [P |1 26509.10
PNTT Communicatons S198211CT Partner I
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5.5.2 Spread LSPs for resource allocation

¢ )\ AFEHZEPXPIDOTIEIRL., BRICE/\L—FLTUED,
® /) XAZ7ZEIL. /\AB+/{XC+/\ADICT B,
& LatencyDNBUVL\RY ND—T(CRB5RVEDIC, IL— MERD
CTHOJEEIRR D Dshortestz+—T9 3,

J\ZB
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Questions?
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