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Infrastructure agnostic or integrated - VPNDIF &

“Classification of VPNs”, RFC4026, 2005

PPVPN
|
| |
Layer 2 Layer 3
| |
| | | |
P2P P2M PE-based CE-based
(VPWS) | | |
| | | | |
VPLS IPLS BGP/MPLS Virtual IPsec
IP VPNs Router
EVPN Isolation SD-WAN 2017
(MPLS, Segment Routing) VMs, Containers VxLAN

e ﬁ
Integrated Agnostic



Infrastructure Agnostic or Integrated ?

* Infrastructure Agnostic 7 \’ 5 f
4>75[1Fnﬁbfa:l,\ IK __::l:::::::::gii_/gt ) H
GTP DC Overlay
PPTP IP Sec GRE Tunnel VXLAN SD-WAN
* Possibly Infrastructure Integrated
A5 EFER IR
MPLS BGP EVPN- Open
VPN MPLS HSP flow SRv6
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Segment Routing

Traffic SteeringX>Fast ProtectionD =D T F )T 5/ —R THORT—MREDO L ELL
o RUYL—ZFZEHMDAIRIZEIRY HHybrid SDN (538X EEEH D Hybrid)

SRv6 (Segment Routing IPv6)

* End-to-end (App/Servers, DC fabric, Access, Aggregation, Backbone, 10T..) IZH[T5
HBEREAD=X L
« Data plane (SR Header)Z FAL f=Network Programmability
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Use cases — Cloud scale/OTTs

- Google

- Microsoft
- LinkedIn

- Facebook
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Segment Routing Architecture
draft-ietf-spring-segment-routing-11 ng Policy for Traffic Engineering
pring-segment-routing-policy-00.txt

Abstract
Segment Routing (SR) leverages the source routing paradigm. A node
steers a packet through an ordered list of instructions, called lows a headend node to steer a packet flow
segments. A segment can represent any instruction, topological or ediate per-flow states are eliminated thanks
service-based. A segment can have a semantic local to an SR node or headend node steers a flow into an SR Policy.
global within an SR domain. SR allows to enforce a flow through any steered in an SR Policy is augmented with the

s associated with that SR Policy. This

topological path and service chain while maintaining per-flow state - . .
ncepts of SR Policy and steering into an SR

only at the ingress nodes to the SR domain.



G Oog | e Stateless Traffic
Steering
Cloud Native Networking
- Amin Vahdat, Fellow & Technical Lead For Networking, Google

https://www.youtube.com/watch?v=1xBZ5DGZZmQ
https://mikecborg.wordpress.com/2017/04/20/keynote-cloud-native-networking-amin-vahdat-fellow-technical-
lead-for-networking-google

“I am a great fan of Segment

Build for v i .
r E|OCIty Rout|ng.”

Velocity is the speed of iteration
. Retrospective on “Tussle in Cyberspace:
Defining Tomorrow’s Internet*
*  Build for hitless upgrades and
self-validation
*  Debugging and tracing matter
Without visibility, performance
does not matter
*  Network fabrics built for expansion and
evolution
*  Launch and Iterate

alrer]n
cisco



Microsoft

Traffic Engineering in a Large Network with Segment Routing
Paul Mattes, Software Engineer, Microsoft

Stateless Traffic
Steering

http://techfieldday.com/appearance/traffic-engineering-in-a-large-network-using-segment-routing/

cisco

Issues and Solutions

Label stack depth limits

+ Use binding segments on the transit routers

+ BGP-TE draft to program them

https://datatracker.ietf.org/doc/draft-previdi-idr-segment-routing-te-

policy/

+ Draft to identify the limits:

https://datatracker.ietf.orq/doc/draft-tantsura-isis-segqment-routing-
msd/

This presentation will describe
Microsoft’s experience in using
Segment Routing to address the
problem of engineering large-volume
IP traffic on the company’s internal
network.

How segment routing can be used in a
cloud environment like Microsoft
Azure to provide traffic engineering
above and beyond existing MPLS
strategies



Linkedin

Introducing LinkedIn OpenFabric Project

Shawn Zandi, Principal Network Architect, LinkedIn
http://www.giievent.jp/upp357914/mpls-sdn-nfv 2017 agenda day 3 track 2.shtml

Introducing LinkedIn OpenFabric
Project . LinkedIn is currently
working on a programmable data
center, starting from the concept of
layering different control plane
functionality. Providing an overview
of the functional division,
considering some tools which can be
used to meet each, and then
considering the resulting
operational profile.

OpenFabric Project

Self-Defined Programmable Data Center

=

Distributed Routing Protocol (v4+v6)
SRv6 to enable end-to-end control

. Centralized Policies: Controller Based Traffic Optimizer

O—0O—
O—O—
O—O—

Enables Self-Healing Network

o

CI5C0



Fa ce b 00 k Stateless Traffic

Steering

Segment Routing® KIRIET—2 22—~ DEA M
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Versions: 00

SPRING Working Group
Internet-Draft

Intended status: Informational
Expires: June 20, 2015

P. Lapukho

E. Aries
G. Nagarajan
Facebaog
December 17, 2014

Use-Cases for Segment Routing in Large-Scale Data Centers
draft-lapukhov-segment-routing-large-dc-00

Abstract

This document discusses ways in which segment routing (aka source
routing) paradigm could be leveraged inside the data-center to
improve application performance and network reliability.
Specifically, it focuses on exposing path visibility to the host's
networking stack and leveraging this to address a few well-known
performance and reliability problems in data-center networks.

alrer]n
cisco



Steering

Introducing Open/R — a new modular routing platform
https://code.facebook.com/posts/1142111519143652/introducing-open-r-a-new-modular-routing-platform/

Conclusion

Though it was initially designed specifically for the Terragraph project, Open/R has been
successfully adapted for use with other parts of our networking infrastructure, and we plan to open-
source it at some point. The components of Open/R described in previous sections constitute the
minimal routing solution for any network. It was straightforward to add more applications on top of
routing, such as link utilization measurement, shaping weight computation for bandwidth fairness,

and MPLS label allocation for Ségment routing purposes.

Facebook Builds A Routing Platform

Social media giant builds on its homegrown approach to networking with Open/R.
http://www.networkcomputing.com/networking/facebook-builds-routing-platform/959098151

His blog post goes into additional technical detail and describes how Facebook tested Open/R's
scalability. Adding more applications on top of routing, such as link utilization measurement or
‘eises’ MPLS label allocation for segment routing has proven straightforward, he said.



Use cases — Transformational SPs

- Bell Canada + Barefoot Networks
- Comcast

- Vodafone Germany

- Orange

- Colt



Bell Canada + Barefoot Networks
The Extensible Network

Evolution in Protocol and Data Plane Agility

Daniel Bernier, Bell Canada; Milad Sharif, Barefoot Networks; Clarence Filsfils,
Cisco Systems

P4 Workshop 2017

Bell o frar]e, BAREFCOIT
c I S c o NETWORKS

http://p4.org/wp-content/uploads/2017/06/p4-ws-2017-the-extensible-network.pdf

alrer]n
cisco



Bell Canada + Barefoot Networks
Scaling Things Out

Stateless Traffic

Steering

o Make the underlying network stateless
*  Push state to the edges
*  Simplify the protocol soup.

o Distribute functions where they make most sense
*  Functions can be placed anywhere ... from network elements to the cloud.
* That's where a common language for multiple targets comes in handy.

o Distribute function processing
* 100s of distributed functions will scale better then a few big ones.

o Leverage abstracted function identifiers
* Make them referenceable and potentially supporting resolution

:
NOS
“64-bit Lnux 05
Ny Junc(D)
SIC e
TC | |func(a) func(8) func(c) “Function running in ASIC
[ Nos |
Embedded Uinux “6abit Lnux 5 fpce |
| Frea/arm | [ ASIC ] §c¢-
O

1 Function running on Function running in hosted
' X86/ARM or FPGA

Function decomposed
c l container on HW

CP(x86), DP (FPGA)
age 5 | P4 Workshop 2017

Massive network
simplification, automation and
virtualisation program.

Disaggregation of connectivity
and value-add services from
the underlying physical
network.

Bell



Bell Canada + Barefoot Technologies
The “Network-as-an-ASIC”

Traffic classification at the edge of the network > e.g. parsing.
Simplified Match/Action primitive looking at the function Identifier.
Contextual metadata carried through TLVs

Programming at All Layers

* P4 to define the END and TRANSIT behaviors in data plane.
*  SRVv6 to define the “end to end network behavior”

O O O O

Classification

(Parsing) Match/Action Match/Action

Match/Action Match/Action
T ®
| __ T s (0oam, metadata, hmac) \
TC \func(A) func(B) func(C} ASICfun({D}
10.10.1.10/24 u 2
2605::1:1 2605::F1:E100 2605::F2:E100 2605::F3:E100

2605::F4:E100

Match/Action

Server

func(E)

2605::F5:E100

SA:2605::1:1
DA:2605::F1:E100

SA:2605::1:1
DA:2605::F3:E100

SA:2605::1:1
DA:2605::F4:E100

Type:4 (SRH)
NH:IPv4|SL:4
Segment List:
[0]:2605: : F5:E10
[1]:2605: :F4:E10
[2] :2605: : F3:E10
[3]:2605: : F2:E10
[4]:2605: : F1:E10!

Type: 4 (SRH)
NH:IPv4|SL:2
Segment List:
[0]:2605: :F5:E10
[1]:2605: : F4:E10
[2]:2605: :F3:E10|
[3]:2605: :F2:E10
[4]:2605: :F1:E10|

NH:IPv4|SL:1

Segment List:

[0]:2605: : F5:E10!
[1]:2605: :F4:E10!
[2]:2605: :F3:E10
[3]:2605: :F2:E10!
[4]:2605::F1:E10

141

Type: 4 (SRH)
NH:IPv4|SL:0
Segment List:
[0] :2605: : F5:E10
[1]:2605: :F4:E10
[2]:2605: : F3:E10/
[3]:2605: :F2:E10
[4]:2605: :F1:E10

SA:10.10.1.10
DA:192.168.0.10
NH:UDP

SA:10.10.1.10
DA:192.168.0.10
NH:UDP

SA:10.10.1.10
DA:192.168.0.10
NH:UDP

SA:10.10.1.10
DA:192.168.0.10
NH:UDP

SA:10.10.1.10
DA:192.168.0.10
NH:UDP

SA:10.10.1.10
DA:192.168.0.10
NH:UDP

v

CIs/

UDP Header/Data UDP Header/Data A | UDP Header/Data UDP Header/Data UDP Header/Data UDP Header/Data

SA:10.10.1.10
DA:192.168.0.10
NH:UDP

UDP Header/Data

SRv6

N

>

wme B | P4 Warkehon 2017

v

192.168.0.10/24

SA:10.10.1.10
DA:192.168.0.10
NH:UDP

UDP Header/Data

Rell

Programmability

End to End




Comcast

Comcast and the Smarter Network
John Leddy, Comcast

Stateless Traffic
Steering

Programmability

http://techfieldday.com/appearance/comcast-presents-at-segment-routing-field-day/

I 4

IPV4 -> IPV6 ®
Opportunity to Re-Architect and Re-Design:
How we build Services and provide Network Functions 4

ZTP6 - Network and Servers from boot.
SI MPLIFY! DSCP - Unbundle QOS from Security
Multiple addresses per Application
Anycast6 - Application manageable Anycast
NG Security Zones - "infinite Zones”
Commercial Overlays - Cloud/NFV
MAP-E/T — IPV4aaS
SLAAC

Privacy Addresses

John Leddy, Network Engineering
with Comcast, discusses how
Comcast is leveraging segment
routing to help transition their
service provider network to
something smarter with increased
IPv6 capabilities, IPv4 transition
mechanisms, and enhanced service
delivery.



Comcast

SRv6 use cases

[Docs] [txt|pdf|xml|html] [Tracker] [WG] [Email] [Diffl] [Diff2] [Nits]

Versions: (draft-martin-spring-segment-routing-ipvé-use-cases)
00 01 02 03 04 05 06 07 08 09 10 11

J. Brzozowski
J. Leddy

Spring
Internet-Draft
Intended status: Informational

Expires: December 15, 2017 C. Filsfils

R. Maglione, Ed.
M. Townsley
Cisco Systems
June 13, 2017

IPv6 SPRING Use Cases
draft-ietf-spring-ipv6-use-cases-11

Abstract

The Source Packet Routing in Networking (SPRING) architecture
describes how Segment Routing can be used to steer packets through an
IPv6 or MPLS network using the source routing paradigm. This
document illustrates some use cases for Segment Routing in an IPvé6
only environment.

e
cisco

End to End

SRv6 use cases for:

Home Network

Access Network

Data Center

Content Delivery Network
Core Network



Vodafone Germany

SP360: Service Provider

Segment Routing Blazes a Trail in
Germany!

e Segment routing architecture
| seeks the right balance between
Jonathan Davidson - June 8, 2017 - 1 Comment diStribUted inte”igence and

Segment Routing from Cisco Paves Way for SDN at centralized optimization.

Vodafone Germany * Per-flow states are encoded in
the packet header, not in the
network fabric. The network

fabric is stateless.
@}‘ Linda Hardesty
: m June 9, 2017

6:45 am PT

https://blogs.cisco.com/sp/segment-routing-blazes-a-trail-in-germany
https://www.sdxcentral.com/articles/news/segment-routing-cisco-
cisco paves-way-sdn-vodafore<germany/2017/067/2caction=refated datticles




Orange

NFV/SDN deployment update

Stateless Traffic
Steering

Stéphane Litkowski, Network Architect, Orange Expert

https://www.slideshare.net/StephaneLitkowski/mpls-sdn-nfv-world17-sdn-nfv-deployment-update

Towards a fully programmable network S

P =N

QOrange )
Backhaul
gy
e /”\\/"\\\
ﬁ /" Publi o
‘\ |ml:anl1§t s@
S o

universal CPE

OBS
A~ L
< Imirynet Yﬁ)

SDN/NFV

enabled PoP

e
cisco

oooooo

P

Cloud service provide

N for the IP/MPLS network

th disjointness computation using a PCE

vPCE st]iat]ts

SDN/NFV
enabled PoP
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Cisco to build Colt's new network

Alan Burkitt-Gray | Thursday, December 08, 2016

* The Cisco-built network uses end-
to-end segment routing technology,
an enhancement to IP MPLS, to
simplify and automate network

operating costs.

Colt Technology Services announces Cisco as provider of its planned 100Gbps network
upgrade

Cisco has announced that it has won the contract from Colt Technology Services to
upgrade its European and Asian network to 100Gbps.

* “With the quality, speed, capacity
and flexibility to meet application-

Colt revealed its plans in November to invest in its core infrastructure to enable critical

business connectivity by building out a multi-terabit optical backbone and next generation SpeC|f|C SErvice quallty

packet network optimised for 100Gbps connectivity. requirements' Colt customers WI”
Now Colt and Cisco say they will be working together on the upgrade in order to deliver beneﬁt from an infrastru cture
high-performance connectivity for cloud-scale, business-critical applications to its enterprise, designed for enab“ng dlgltal

carrier and web-centric customers.

businesses,” said Colt.

alrer]n
clsco https://www.globaltelecomsbusiness.com/article/b11vy94bwrdbf//cisco-to-build-colt39s-new-network




Backup slides

[Reference]
Making Network SDN-Ready With Segment Routing
http://www.segment-routing.net/images/lightreading report.pdf
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SRv6 Header

Segments Left

Locator 1 Function 1
Locator 2 Function 2

Locator 3 Function 3

CREDENTIAL

Metadata TLV

e
cisco

Internet-Draft IPv6 Segment Routing Header (SRH) September 2016

]

1 2 3

©123456789©123456789©12345678901

R

e S

| Next Header | Hdr Ext Len | Routing Type | Segments Left

R
| First
+-d-t-t-

R

+
I
e s e S et I e e
Segment | Flags |  RESERVED |
B s e e
I
I
I
I
+
I
I

Segment List[@] (128 bits IPv6 address)

e T

I

|

B e e s s T e e

I
Segment List[n] (128 bits IPv6 address)

|

I

B i e B B e St
/!

Optional Type Length Value objects (variable) /7

/!
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SRv6IZ &S Network Programmability

Next Segment ‘ Locator 1 Function 1

Locator 2 Function 2
Locator 3 Function 3

Locator 2 Function 2
e -




SRv6 ) R BE4

e L2/L3 VPN, Service Overlay

SRv6 for Anything Else * NSH (Service Chain for NFV)
(SRv6 Net « Content Networking

* Load Balancing

Programmability)

SRv6 for Underlay Fast Protection, Traffic Steering

IPv6 for reachability Seamless Reachability

3 10SXE, I0SXR, Linux, fdio.. =g, LHMUX/y

alval, End-to-End TOHl#RE A 7 =X 2 + Programmability

cisco



SRv6[Z LB Content Routing

Source, S

(IPv6 SR host)

Payload

=) SegmentD
SegmentC
Segment B
= SegmentA

Dest A
Source S

cisco

>

Payload

=) SegmentD
Segment C
Segment B
= SegmentA

Dest B
Source S

\
/

Payload

=) SegmentD
Segment C
= SegmentB
SegmentA

Dest C
Source S

\
/

Payload

=) SegmentD
m SegmentC
Segment B
SegmentA

Dest
Source S

\-
=/

Dest, D
(IPv6 host)

Payload

Segment D
Segment C
Segment B
SegmentA

Dest D
Source S



SRvV6 FE &

End-to-End TR L @EREAH=X L

o U—LLRBENEMERT A T—3Y
e Access, WAN, DC, Computed£ B DEREAN=X L
- LUTILE
-RSVPIEE DO FO—IILTL—2 D HERR
- MPLS/Shim layer D $Efx
* Underlay® & E1L
- Fast Protection, Traffic SteeringM 3E18

SRv6 SID[Z XA Network Programmability

* SRve6 for Any Service
- VPN, NFV Service Chaining, Content Networking, etc.
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