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The flow of the talk will be as follows.

We will cover the origin of the team and the project first.

Next we will dive right into the technologies we have used and how we have used it.

We will touch upon machine learning, distributed computing and much more.

Finally we will close with a demo, and discuss, with all of you, where do you think we should
go from here.
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Self-introduction

Team Kaminari

e Team: network engineers, data engineers, and data scientists

e Purpose: Analyzing backbone network traffic.

e Development: Anomaly detection (DDoS, etc) using ML and distributed
infrastructure technology.

e Duration: About 1.5 years
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The name of our team is Kaminari

The team comprises network engineers, data engineers, and data scientists who are
responsible for analyzing backbone network traffic.

We are developing an application of anomaly detection (particularly DDoS) using ML and
distributed infrastructure technology.

About 1.5 years since team started
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Background

DDoS attacks

e Number, scale, and severity of the impact of DDoS attacks.

e |ol devices and SG fuel Botnets.

NTT Communications (ISP and ICT solutions provider) : monitor security threats in the

network.

NEED OF THE HOUR
e Intelligent, managed DDoS protection solutions

e distributed infrastructure X deep learning for enhanced real-time efficiency.
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There has been a sharp rise in number, scale, and severity of the impact of DDoS attacks.
In the past 2 years itself, the scale and severity of their impact have risen by nearly 200%.

Increasing number of loT devices and 5G fuel Botnets will drive DDoS attacks even further
in 2020.

NTT Communications is uniquely positioned as an ISP and also as a ICT solutions provider
to monitor security threats in the network.

What is the need of the hour?

Intelligent, managed DDoS protection solutions will enable us to proactively mitigate these
increasingly sophisticated attacks.

A high-accuracy real-time anomaly detection system can solve this problem by combining
the strengths of distributed infrastructure and deep learning for enhanced real-time
efficiency.
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Open Source Tech Stack Grreomncon
":;_;Eu pmacct is a small set of multi-purpose passive network monitoring tools
PMACCT
k """ l'.k Apache Kafka is a stream-processing software platform capable of handling
A lglh\lluﬂguummq platfarm trillions of events a doY'
Apache Hive is a data warehouse built on top of Apache Hadoop for
\) vE providing data query and analysis.

framework,

S‘p“‘c”“r‘KhZ Apache Spark is an distributed general-purpose cluster-computing

Kubernetes is a system for managing containerized applications across a
ku bern Etes cluster of nodes.

Copyright & NTT Cammunications Corporaticn. Al Rights Reserved,

We have used the following opensource technologies in our architecture.
pmacct, Kafka, HIVE, Spark and Kubernetes.

| will hand over to Aakash to explain each of these technologies and its use in our
architecture in detail.

MEBEDT7—FTIF¥TlE. UTOA—T oV —REfi#HAEHETEBELTLET,
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Architecture overview

Flow collection : Machine
Preprocessing aiing
Netflow data B Ll o L ;
Router "‘? G Gk semsmny 4 NOJe cluster with 64GB !
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Bk ? /' . kubernetes
Router
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Our infrastructure mainly has three parts:

- Flow Collection= Collects Netflow data from Router and then connects data telemetry
to kafka

- Preprocessing part = Processes streaming flow using hiveQL and extracts important
information

- Machine Learning part = Runs as pyspark job which predicts the anomaly of live data
using pre trained autoencoder model.

BHDA VI SEFEIBODEA THERSNATLET,

- Flow Collection: L—2 M 5NetflowT—2 #IREL., T—2 T L A ) ZkatkalZ#&
BLET

- RIZRETLIEERS: hiveQLZFE > TR M) —I U9 o0—Z0E L, EELFERZHES
LET

- REBEICHEBEERS: BRICEBLEA—FI V-4 —FETILHEREEETIV)E
EERAWT, S4ATT7—32DEFEZFT AT dpyspark> 3 TE#ETLET,
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Netflow data collection

pPMacCct
e Passive network monitoring tool for network data collection
e Streaming telemetry
e Collects data through libpcap, Netlink/NFLOG, NetFlow v1/v5/v7/v8/\9,
sFlow v2/v4/vS and IPFIX

e Saves data to a number of backends including:
C  Relational databases: MySQL, PostgreSQL and SQLite

o
0 noSQL databases: MongoDB and BerkeleyDB ~
AMQP message exchanges: RabbitMQ PMRCCT
http:/fwww. pm .0

Kafka message brokers

o o o

memory tables
o flot files
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pmacct is a small set of multi-purpose passive network monitoring tools. It can account,
classify, aggregate, replicate and export forwarding-plane data, ie. IPv4 and IPv6 traffic;
collect and correlate control-plane data via BGP and BMP; collect and correlate RPKI data;
collect infrastructure data via Streaming Telemetry.

It can connect with multiple data sources such as Postgresql, mongodb,mysql, kafka, log
files etc.

In our case we are using pmacct to collect Netflow data

pmacct (FBETEZEME/NRY L TRy FIT—VERY—ILEFEHRED-Y—ILTT,
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NTEFET,
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What is Spark? Corrmmniciors

m Apache Spark is a open source lightning-fast unified analytics engine
for big data and machine learning

m Itis an optimized engine that supports general computation graphs
for data analysis.

Streaming SQL ML Graph Spark-Core
ok : o
~ . , /,/ .8
- Spark
,.,.,../,..'--;/ . : “\ "
. // Y b XN
,// / \“
' - FEA PR AR
Amazan {_;':‘.2? %] A
hStiooaii .*“’““ ‘ ,,,,,, T Salr” @ @8 esos (amazon
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Apache Spark is a open source lightning-fast unified analytics engine for big data and
machine learning

It has built in capability of processing streaming data, data analysis using pyspark, sparkR,
spark SQL and built in support for distributed Machine Learning algorithms for big data.

It can consume data from almost all of the data sources such as hadoop, kafka, kinesis,
various databases and from public cloud vendors.

Ft=. Apache Spark#EALTVWET, ChIFEV T T—2 LEBEZFOLHDA—T>
V—ADERTARALGHRHHIOOUTY,

AMY—Z 5 F—2DNIE, pyspark, sparkR, sparkSQLEE > 1=T—42 2. EvS
T—AADHEBEEEZET7ILIY ALDYR— FAEARAFEFNRTLET,

Hadoop. Kafka, Kinesis, ¥ A T—42 X=X, NIV YIS 9RDRUE—HE, T
EFTRTODT—EYV—AMNT—2ENBTEENTEET,
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What is k8s?

Kubernetes (K8s) is an

open-source system for

automating deployment, A container
orchestration

scaling, and management of S50l
containerized applications.

Groups

containers
into logical
units
Google’s

Brainchild.

kubernetes Fapand

to CNCF
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Kubernetes is container orchestration platform used for automating the deployment, scaling
and management of containerized application

Kubernetes also scheduler APl which is used for resource allocation and management.

In our case we have docker as container platform and we are using k8s to automate spark
application deployment and using it as resource manager for spark.

Kubernetesld, avTFHkShf=7 IV r—avnT7aA4, Ry—1Jryd, EB%H
LI 5-OIERAINDAVTFA—TRA =230 TS5y b IT+—LALTY,

I=BIErTF TSy b IT+r—L& L TdockerEFALTHEY., £1=. aprak7 T 45—
2arDTIOA BT H=HICk8sEFERLTHY., saprk®D) V—RAIx—T v &L
TEHEALTWET

KubernetesIZIERA 4 P a—FAPIEHY. VY—ZADENY ZTHOERICFAIATHET,
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Why Spark?

Speed

Real-Time

Deployment

Native support for Machine Learning

Works well with Big Data platforms

Why spark

Speed : Spark runs up to 100 times faster than Hadoop MapReduce for large-scale
data processing

Real-Time : Spark offers Real-time computation capability & low latency because of
in-memory computation.

Deployment: can be easily deployed through Spark’s own cluster manager or
Hadoop via YARN, or Kubernetes

Native support for Machine Learning: MLib for ML Algorithms, Featurization,
Pipelines, Persistence & Utilities

Works well with Big Data platforms like Hadoop stack and enables seamless data
streaming queries and management

T EsparkZ AT HOMDNTEHALES,

HE : SparklZ XRET— 2 LD - HZHadoop MapReduce D Ex K 100{E D EE T
EELET

DTILE A L A4 2 AE) TRIEFT S1-6, Sparkld) 7ILE A LEtEHEELEL
1T ERBELET,

T7OA DEHE: Spark BN Y 5 X2 Y *— Y ¥ HYARN, Kubernetesi®H T
Hadoopl=fH#IZT 704 TEET,

HBEEDRA T4 THR—F ML7ZILTY XL, B0, /4 TS5 UNRET
E5HEENH Y £ (MLib)

HadoopR A VI BEDEY T T—R2 TS5y b ITA—LEBEL, O—LLRET—
RRAMY)—Z VGO EZFDOEBETRICLET,
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Spark on k8s

faakashnand/spark-streaming-kafka-

Client
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How it works

spark-submit can be directly used to submit a Spark application to a k8s cluster.
Kubernetes master-that is apiserver creates a Spark driver as a k8s pod

We can specify the container image for driver and executor, in our case we are using
custom-pyspark-image called “test”

The driver then creates executors which are also running as pod within Kubernetes and
executes application code.

When the application completes, the executor pods terminate and are cleaned up, but the
driver pod persists logs

Ff=BlEspark7 FUr—>a xS EE, spark-submité WS A EFERALET,
Spark-submit £, E#& k8s ¥ SR AZIZSpark 7 TV r—2 a3 U ERAT SHICERATE
F9,

Kubernetes master, D& Y api serverl$FE 9 Spark K5 1 /\%k8s7Ky K& L THERRLET,
RIZ. Spark FZ A /\H, appDETEES T I EXF21—F%k8sKRy FELTHERLET,
FSANETTEXR2—FIEMAKEsERY FEDT, TRAVTFAA—CEBETHI L
MTEFETH. SEOHIE "test "& LVD BHID H R R Lipyspark-imageZFEHA L TWLET,
ABOEBOETITY FOHITIE. TRA—ITK8sSDRR FEEELZY. TJEF21—4
DEEERELR-Y., RITEOI T FimageZiEELTLET,
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Why Spark on Kubernetes (k8s)

i

‘ Spark on Yarn Spark on k8s

Dependency management Poor X Good @

Admin Overhead High X Low @

Spark Version management Rigid X Flexible @
| Container Customization Poor X Good @
Resource Allocator Yarn Resource Manager k8s Scheduler API
Spark application manaogement  elelaVElall=latar ] Difficult X
| Learning Curve fast @ slow X
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Why Spark on k8s

1. Dependency Management:
a. Poor because lots of python environment, rigid structure
b. Good because executors and drivers are isolated using container
images
2. Admin Overhead
a. High because need to manage spark, java, python version properly on
entire cluster
b. Low because container environment is customizable with different
versions
3.  Spark Version Management
ao. Rigid because all nodes needs to be upgraded for appropropriate
version of spark
b. Flexible because we can run many applications as kubernetes pods with
different versions of spark-image or customised spark images
4.,  Container Customization
a. Poor because in case of Yarn there is hardly any scope of customization
of yarn containers except for memory configurations
b. Good because we can create custom-spark images, pyspark images
along with existing memory configurations
5.  Resource Allocator
a.  Yarn uses YARN Resource Manager
b. Kubernetes uses Kubernetes Scheduler API as resource manager
6.  Learning Curve
a. Spark on Yarn is easy to learn because there is no concept of container
technology and orchestrator.
b. Learning Curve is slow because we need to understand various
concepts of container technology and kubernetes

=B IXLIETXyarb TsparkZEM L TLVE L =AY, FIEZKk8sTEML TLVET,
sparkZzyarn &k8s THEAT HEDEWVICDOVWTEHRBALET,
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Future work

Our vision is to make anomaly detection not only easy to use but also universal.

Today we have demonstrated highly promising DDoS detection using machine
learning.

In future we would like to

¢ enhance the deployment and operation of the system using CI/CD
e extend this capability to other anomalies in networks and other infrastructures.
o using various data sources

o custom algorithms for different data source types
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Our vision is to make anomaly detection not only easy to use but also universal.
Today we have demonstrated highly promising DDoS detection using machine learning.

In future we would like to

enhance the deployment and operation of the system using CI/CD

extend this capability to other anomalies in networks and other infrastructures.
using various data sources

custom algorithms for different data source types
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