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Open Networking at Scale: How SAKURA internet Deployed
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USER STORY

Open Networking at Scale: How SAKURA
internet Deployed a TOP500 GPU
Supercomputer with SONIC

Organization

SAKURA internet Inc. is aninternet company founded in
1996. Under the corporate philosophy of “Turning ‘what
you want to do’ into ‘'what you can do,” we develop a

variety of services to meet customer needs and propose

DX solutions that cater to various industries.

Since our founding, which began with the provision of
shared server services, we have expanded to offer services
such as “Koukaryoku" to support generative Al, and
“SAKURA Cloud,” which has been conditionally certified
for use in government cloud systems. A key feature of our
company is that we handle everything from development
to operationsin-house.

Overview

SAKURA internet is responding to the growing demand for
computational infrastructure driven by the rapid adoption
of generative Al by continuously procuring next-generation
GPUs and strengthening reliable operational systemsin
our own data centers. As adigital infrastructure company
contributing to the sustainable development of the

digital society, our mission is to provide cloud services for
generative Al.

To continuously meet the increasing demand, we
recognized the necessity of resolving the following
challenges:

» Ensuring vendor-neutral supply to mitigate risks
» Adopting technologies with high neutrality

» Accelerating delivery speed

Why SONiC?

We selected SONIC for our new 800-GPU cluster because it
directly addressed these needs. SONIC provided:

« Hightransparency, asit isimplemented on a Debian/
Linux platform

« Active development of new features supported by the
global community

» The ability to streamline operations by leveraging the
same technologies used for Linux servers

In addition, SAKURA internet has a corporate culture of
leveraging OSS and bottom-up initiatives. This culture
supported our adoption of SONIC and enabled us tolaunch
a GPU cloud infrastructure in avery short period of time.

© 2025 The Linux Foundation. This report is licensed under the Creative Commons Attribution-NoDerivatives 4.0 Internationd Public License
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