in OSAKA

+ JANOG57

~ HPCA vy F7 =7 DZHALICHT
RIWVFR /A —=XZIVFOSTXABHPCHR Yy b7 — 7 EFHDER

LB v R—%y PR

== N CIII;%/\
=3 Rt

2026/2/11

A0
SAKURA internet

© SAKURA internet Inc :



Agenda SAKURA internet

X L &IC
T—X%T 7 F ¥ DRIT
F74 MRy 7 ANDHRE
B E{t ~DELY &

F e

© SAKURA internet Inc. | 2



4
SAKURA internet

¥ L &I

© SAKURA internet Inc. 3



4
E E !fn Jl SAKURA internet

S A 2—2y FEkRE1E
977 FEEXREB 7TV FH—ERE

2= 248 / KUROSAWA Kiyohiro

EZFEAR .
- GPUEERED v T — 7 %3

I2{TBE L 7- BE1L

FRPE
+2024/9 S A VR —Fv b A
- OB E (2 TCGN/N6,SGI Clos, RouterD %S

- H OV T UV EBEEETI000E DY —/NN—%7 N TEMT 5 HHLE

dlinl

i

JANOGJE :
- FIE2EIE (F—AFEE)

© SAKURA internet Inc. 4



’% E d)EE ‘1\ .SAKURAinternet
CABANICEITTWET
Closz IBRENLGEK] LB--TW3BA

MR X —~DREIEARX FHEREZEBR->TWLWS A

BEbiT“EKE2THR-H"FERB--TWLWBA

S BAV =2y PBPRBFELIZBE R, ESADREI R I ZzeaEmwmL oL

© SAKURA internet Inc. ‘ 5



é < ‘5 O N E t ‘j: .SAKURA internet

BEEBEHHPCY FRRZT - P Y —EXRE L Tt

‘DCE &
‘B (MWiR) « mHE (Bm/&m) « PUERELL

HEUY—X
SHE R OGPU (B200 / H200 / H100)

NVIDIA Blackwell GPU £k 8

-z.liulgt-r—ev‘ lk—< ‘5 ONE ‘ IR—URX=/{—aAY P-4
belHRga

)7 b TEE
Slurm / MPI / CUDA - ROCm / NCCL

Y b7—7
‘Multi-Tenancy/Traffic/Lossless Ethernet/Cabling

ZHHEDSWVWEINICK 2ERZER

© SAKURA internet Inc. 6



Z“ 4 IN I7 - 7 ‘: sk &5 15 7ha % g#l: .SAKURA internet

GPUZ 7 RZICHEITS. EFiEDHD DlosslessD EIR

Multi-Tenancy

VRF h
VLAN GPU¥EHE 400Gbps

EVPN/VXLAN

High Traffic
@ * SwitchfB£zi%t 800Gbps

Lossless Ethernet Cabling
Balancing

RoCEv2(ECN/PFC/CNP) SREINARAEIRT LIy — 7 IILELR
Dynamic Load Balancing NWHE2S[E]: 800GBASE-SR8 5727
Pause GPUE%r: 400GBASE-DR4 14007~

© SAKURA internet Inc. 7



S S BLONEDA 7 7 DEE .SAKURA internet

77 ARBRICEDELRELT —F T 72 F v 2 EE

S BXN X ORE
H100 GPUZ 7 X%  H200/B200 GPUY 7 R X B200 GPUYZ 7 R &
2024/12 S-in 2025/6-8 S-in Next Cluster
100 Servers 50-60 Servers #9140 Servers
ARISTA bSUNu[ ARISTA ARISTA
Jalole] Je[ol | N
- -

AN R AN

— S
Ml el S S

Chassis Switch

Clos Topology
2025/6 [1SC2025]

500 MIBMREZ X
heliee  TOP500(C THEFRA9AL

AN R AN

— S
M el el Sl 3

Chassis Switch

X ERDOHHAIEER

IS C CRIR T B RIBEMED D Y X

Pari N
2700 L0

Clos Topology

© SAKURA internet Inc.

8



Haigﬁﬁ 7 5 z 9 d) N W*ﬁﬁﬁ .SAKURA internet

Broadcom Tomahawkb X[ v FZ#Hih & LE-SEBEGPUY 7 XX #E&K

e

VISR 2 A X

Spine 10 switch

-

Leaf 20 switch
HGX B200 i dpgmidl Sl dgmd B
140 servers

Storage Edge

8 switch

Storage Core Storage core Storage core
. Switch Switch

2 switch

SAKURA internet Inc. 9

Storage Firm




:ﬁEi;F-ﬁ 7 5 z 9 a) NW*%EE .SAKURA internet

Broadcom Tomahawkb XM v Farih & LI-BEBEGPUY 7 R X 2 EE

Spine 10 switch

Leaf 20 switch

HGX B200
140 servers

Storage Edge
8 switch

Storage Core
2 switch

VISR

#J1100GPUZ T B 7 7 AR ER

(140 server/1900 Port over)

Arista 7060X6-64PE
(Tomahawk5)

HEBNZMALSEEREK

(800G LPO Transceiver¥ )

J00m AN o *ﬁﬁiﬁ?f T [ ifﬂ'lz ") % Buffer'"'_

(Deep buffer J2CD #FH/Headroom/ECN/PFC)

Storage core Storage core
Switch Switch

© SAKURA internet Inc. ‘ 10

Storage Firm Arista 7060X6-64PE(Tomahawks5)




:ﬁEi;F-ﬁ 7 5 z 9 a) NW*%EE .SAKURA internet

Broadcom Tomahawkb X[ v FZ#Hih & LE-SEBEGPUY 7 XX #E&K

AmEEE Y,

EM OB ERERT O VRF
VRF.EVPN/VXLANIC X BV IWVFTFror—
™
—— —l o ol o o—te oleoede L3IVNI
J
$E 3 1 VLANZE (| 7% [0] 363 3 sls sl ala B
L3VNIZ B UL T=< > 7 IILEL3VPNYL - - - -
™
. M-LAG
(VLAN)
J

TP77AT7VAEH LD

L2/L3% B 75 LI M-LAGHE R

BERB

SAKURA internet Inc. ‘ 11



BRI T7RAZDEICH - 1-FEIR

N E IR %

Topology & NOS®D — il THIRRET %2 EFK

Architecture

9 & L 7=Clos Topologyi® 57

Chassis Switch

Clos Topology

Network OS

FUNY —HEE

RRVA:NPANS-ZIIOE P

SUNiL

®
Eldlgle]-[c]o]r|E

NETWORKS

L0

SAKURA internet

ARISTA

© SAKURA internet Inc.

12



4
SAKURA internet

M- 7—X%T7F ¥ DRIT

© SAKURA internet Inc. 13



—F¥TI7F v DRF

X T YN —%FEIRT 5 7-% DClos Topology

7T AR DE K

S1IEDY v —|IZINET A2 —

- GPUDIRH R A = > JITHEZREIC
— B Ay T

>V

- GPUD ISR ICE DL BTy b T — I BETHAnE
S DA I FZERIZHT s L 72 U

S

+ GPUZY 7 A X DR
726 LUT O /NRIEIRIE
TN E D KIRIEIRES

M2

SAETE DR

LEIRFEH D

A?btftﬁ\.\ﬁh‘?b‘f SRAR VN

> VY

-> Clos TopologyCC & 5 UNAIE

59

4
SAKURA internet

RKALE7—F70Fvoflx

SH—SY2ALYFILEBY Y TNBINF TV —DRE

SAKURA internet

EVPN/VXLANZEDIZW, VREEVLANDOHICLBVILFTF ¥ —

| vv—s20vFiRAOAE @

/ /7°)L1'§E‘Z

/1 Bé‘fm FEL %& ZENTED
T—&b 7’ ’a‘:% E@“ %“‘ét VRFEVLAND 3
J:< 7” iﬁﬁi R T

© FREE i) O H R
VRFEVLA SR

2

JANOGS54 A RAIAT /X7 Y v o 7577 Y —EX H DL > THIEE

4

2

© SAKURA internet Inc. 14


https://www.janog.gr.jp/meeting/janog54/wp-content/uploads/2024/05/janog54-sakura.pdf
https://www.janog.gr.jp/meeting/janog54/wp-content/uploads/2024/05/janog54-sakura.pdf
https://www.janog.gr.jp/meeting/janog54/wp-content/uploads/2024/05/janog54-sakura.pdf
https://www.janog.gr.jp/meeting/janog54/wp-content/uploads/2024/05/janog54-sakura.pdf

Clos Topology%iZFA L7-BHH SAKURA internet

INEZNER & FEE% HRY & L 7=Clos Topology& A

Chassis Switch

Chassis

‘.4

BIRBENZE |ZL ERAN

LY Spinel& i1 T1005 LA LUV A] gE Line card DML & V)

== 9& Xor—T7I 2y FEFNVETICKR DD, —ERETCLEREH Y 'U'—/\“—72'|L:|"$§E7§“_IZBE

IR YT SR Spine/Leaf fiEl 4 (Z & 3E ERREEEN1Ia ST
ZAR—Z2E  |[BEL (5 —7ILXSpinell & Doverhead) |[ENEEAR—Z

HE B H EH ORI EHArEbhE 5 0E VRF/VLANTZ T D > 7L Bk

BGP, EVPN/VXLAN(L3VNI or L2VNI)
5RO HAEPREALD E1A& (Line Card & Fabric) 7= 17
HERR Z2AYFENT oy —N—HE

© SAKURA internet Inc. 15



— &7 Clos topology & MiE L 7 SAKURA internet

GPUTIE. “RI—L LI W HITRDRIWLWA S

GPUERBICHITBIRE

— i BV 75 Clos Topology

F ZRIR R T =T U T 4  REIR— N ORELYER, RARICHEE

S 2T —IL LA WA THES (fEYEL)

- Control Plane DBt (|1C [E2E - FZEREZE DR - BH—pZR OKT TH . RDMAILZFaild 5
- Rolling update [ & 5 SLAKEFF [F5F & 41750 U

- N+1EBKIC L 53X MER - GPU/400G SwitchlZ & 7&7-% . N+OTEWLW) S nE
-N+1%Z FHE L Thot standbyd % D XX E L ...

- Full bisection(uplink:GPU/1:1) D Losslesst& %
S RAYFREMN I —N—=H—TINHEE

INTHLESE

INEMEOREFPERRKDEFR— g ot

© SAKURA internet Inc. 16



4
SAKURA internet

B4 KRy 7 AANDHEER

© SAKURA internet Inc. 17



A7 A bRy 7 RBAICKT B S

HEEKDARA Yy FEIIEL ELRIPFRZF-T-BEA

Arista EOS
EFREES N — XAy F

[ ] [ ]
SONiC(Whitebox)
Y NS N
Y —NN—3ERHD/ 7/ % ER
I SONiCZE A L =J8L» -
SO
- REOLinuER/ 77 - Debian/Linux~_X— 2
3 S2E - Docker ecosystem® ;&
A — FRER > 7-RF
4 SAKURA .
internet 8 SONiC
[EEVHDIANTHRELS ]
() ~ - X
[

SAKURA int

4
SAKURA internet

HHL: SONICTHER - BRI AEBAIRIIT/XZ7Y v o959 KRy F7—% @ SONIC workshop 2025

(

HW/SW—EB IZ LK A& EH

.

7

ARG T Y /N —

RS X

\.

\

(

FEWYR— FERE

.

( Linux DB HE

ossz ;EA L -3

J

© SAKURA internet Inc. 18


https://speakerdeck.com/sonic/sonicdegou-zhu-yun-yong-surusheng-cheng-aixiang-kepaburitukukuraudonetutowaku
https://speakerdeck.com/sonic/sonicdegou-zhu-yun-yong-surusheng-cheng-aixiang-kepaburitukukuraudonetutowaku
https://speakerdeck.com/sonic/sonicdegou-zhu-yun-yong-surusheng-cheng-aixiang-kepaburitukukuraudonetutowaku
https://speakerdeck.com/sonic/sonicdegou-zhu-yun-yong-surusheng-cheng-aixiang-kepaburitukukuraudonetutowaku
https://speakerdeck.com/sonic/sonicdegou-zhu-yun-yong-surusheng-cheng-aixiang-kepaburitukukuraudonetutowaku
https://speakerdeck.com/sonic/sonicdegou-zhu-yun-yong-surusheng-cheng-aixiang-kepaburitukukuraudonetutowaku
https://speakerdeck.com/sonic/sonicdegou-zhu-yun-yong-surusheng-cheng-aixiang-kepaburitukukuraudonetutowaku

FTT7AMFRYy I AEADRE

BHEORE [EEH| [0SAEIDIERE]| HRkDohD

Arista EOS
S F I N E L EEBEH 0SS T

(

.

AristalZ & % 0SS LibraryH* 224

\

J

©

SONiC(Whitebox)
ez BRT-bTIEY LIT5EEH

4
SAKURA internet

GltHubT VAW & 1%

E%t%%t:vaﬁ*%

© SAKURA internet Inc. ‘ 19



L0

TE L T L\ 7.:- *% % SAKURA internet

SONICOERICES ¥ T, AETTEEDHEEEENZETE

I BAHIOY Y FOILT P AKURA internet | REFHEOER SAKURA internet
KR FABERE X Linux/PythonZ W TCH# R 7Y 7 MR HHOSEAZRIC, EFHEZHBERL-EELY—LEA

Before After

ﬁﬁ#ﬁﬁ%éﬁmﬁ; LLDP/BGP D&% % #38
A2V F FHav745 R 744

. Port BGP state  BFD state

: or stname
Portl gleaf-201 Ethernetl84 Port24 [Established U wes
7 & £ P — —_—
EH}Z::;& e Eﬂ:;igggg,g; ES %—;zg:;gggg Port? gleaf-202  Ethemetl84 Port?4 Established Up
£ N > — ernetl6 Port3 gleaf-203 Ethernetl84 Port24 Established Up _(

Ethemnetl6 gleaf-203 Eth24(Port24) BR To_gspine-008 - 1 ; el
Ethornet24 gle:f—204 Fth24(Port24) BR To:zzpine—ODS Ethernet?4 Port4 gleaf-204  Ethemetl84 Port?4 Established Up
N N = :
. Port? Interface? = E&L —_— EDT T AIVERK
Descriptionl3Z 5 7 Uy _— (
SONIC?3 mﬂ%%rﬁﬁﬂ:r Shell script BRELBEF@R Show run radd:
in@gspine- (config command) (config replace)
: IR ing Configuration OIEH=T LE L7, Dry run .
Cor-nclgO);lli 'EE C i 'uratlon ()] *3:._3-&13 ETLELT (apply patch, ﬁ}z_"_ V7
Running Config A I
g Startup Config Container pply = v
ﬁiﬁi (apply patch, Eﬁi D l@ﬁﬁ

N
(o) 3 |
"FLEX COUNTER STATUS™: "enable"
1 Ay — ||
"WRED_ECN_QUEUE": { %%ﬁ 0 ]ﬁ 13 I’_Eﬁ'
. - "FLEX_COUNTER_DELAY_STATUS": "false",

- FEDERIEZIZH B ? | "FLEX_COUNTER STATUS':"enable SRR

© SAKURA internet Inc.

FRR Config ICE7EH 1) FH A,

£% . SONiC®@config apply-patchZ 5t L T 7= | APRESIA Technical Blog

e

AV 74 TDESF Y  show|compare LikeSBREIT OV 7 4 7 & DEDHEZR 7 EHE

LLDP neighborl#R M3  show lldp neighbor likeZe a3~ > FZ BfE L 7= A]{R14EM L
VAL L TX/RXz—H TR 527609~V Fxv 7

ARPEBF v 7 Rail 2 CARPFEEDIEREF = v 7
R EEERDOXTI Dry-run3%/Config D ZEZE XTI (Apply patch/frr-update.py % 2 )

© SAKURA internet Inc. ‘ 20




CloudVision

ZTPEF IC PushZ &

A

v b7 —270SDERD,

Arista EOS
CloudVision|Z & 2 B EHEE D

B AR

streaminglLatency

170

python™ 4=

15 Grafana B

Ansible(Z & %

Inventory

4
SAKURA internet

B EERDAREZZER S

SONiC(Whitebox)
OSSIC& W Bn7-bTIEY FIT7-ERERK

v Device Information

Hostname - ode eria ime BMC Status

Accton AIS800-640-AF
v Hardware Health

gleaf-101 port status CPU usage Memory usage

eth0 -gleaf-101

EthernetO gleaf-101

Ethernet104 gleaf-101
P t h Ethernet112 gleaf-101

r‘ O m e e u S Ethernet120 gleaf-101

Ethernet128 gleaf-101

— glat-101 (/\ (/\ /\\ //\\

gleaf-101 Disk Usage

Ethernet136 gleaf-101 - 770 I ,I,I O (- ,H O (' HO

ELSiperie HeEA /var/log /boot /host /var/lib/docker

Ethernet144 -gleaf-101
Eiheinedlas pest X -gleaf-101 Output PFC Counter
Ethernet152 gleaf-101

Ethernet156 -gleaf-101

v Total Route

15:00 16:00 17:00 18:00 19:00

== Ethernet0:PFC0 == Ethernet0:PFC1 == Ethernet0:PFC2
Ethernet0:PFC3 Ethernet0:PFC4 Ethernet0:PFC5

' p U t h 0 n Ethernet0:PFC6 EthernetQ:PFC7

dEb'an " Telemetry ™~ ®

2N SNV B S

© SAKURA internet Inc. ‘ 21



4
SAKURA internet

HENEL~DHY V) $H 4

© SAKURA internet Inc. 22



Iﬁﬁmwﬁiﬁ

4
SAKURA internet

KRR FRAZICEWVWT “ADRET 5" EAPEER T AL

A4y FOSHIEN

Fabric

ChaSSiS Line Cll_ine Card
\ o —/ "\

Clos

I FRARICDELIR

> 97 R2471=V) 305

TILFTFF o —DEMH

VRF
VLAN
‘
e
o5 B ES

VRF

EVPN/VXLAN
eBGP

RFC8950/5549

g— DR

> BRI « /INT A —RXDIFK

FRAR R D IEN

50 servers

400G 400 Interface

#7140 Servers

400G 1400 Interface
800G 572 Interface

A4y FREIFDIEM

Slnterfacezi19000ver

© SAKURA internet Inc. 23



it BEE DEX Y $H A

Ansible(Z X 5 BEi{t

GPUY —/N—DIFEWMN L X E * LT 2 LA

Server inventory
- Interface
- Tenant

Parameter

- Model

Ansible
(Render and Validate)

Interface Assign(2100 over)
IP address(1400 over)

BGP/BFD (700 over)
VTEP
etc.....

ety F 7y 7 %309 TER

- Hostname

- Uplink IF

Git /L DB EIE

I— M R=—XDEKEEZNWIZE A

534  comman d priority-flow-contro 1 priority
535  comman d priority-flow-control priority

command service-profile ECN-PROFILE
537 no command 1ldp transmit

539 command no 1ldp transmit

BugD;BEAX A I %afR1t

<& ANTA(Arista Network Test Automation) Framework https://anta.arista.com/stable/
Aristati& 2z D AIF LD 7=, SONICTHEI L Z & AHEA LA IERII&EEST (L72WY)

4
SAKURA internet

%zb@ﬁﬁm

ANTA%Z TGl L 7z

YET X MR x

show show Hardware

show show Optics
show show BGP
show show VTEP

ERFyy
Etc..

show show

ANBEINT DD 7 W Error b BT TEH

CCCCCCCCC

Description

real 0m26.880s
user 0m6.989s
sys 0mO0.841s

1000lE H DR 230 TR T

© SAKURA internet Inc. ‘ 24


https://anta.arista.com/stable/

HE§1EBE®'|%$|§75"5C0ang®E§}J$ﬁ£ .SAKURAinternet

Y — N — 15K & RIBERD /S5 X — 2 H Seonfigk K

Transform

Data souce

Switch Parameter BGP A4 v F 38BDconfigzx LRk
- Hostname - HostnameZ% jtiZ L7-ASN&EH - Spine

- Model - Uplink interface®neighboriZE _  Leaf

- 0S _Version - Storage Edge

- Uplink Interface SwitchH I TlER = HigL

- VRF/VN'@Q Jil.lé I
- 2XRInterfaceDIPE|Y H T

< Server inventory

- NIC layout interface Ethernet X/Y
___J - Tenant assign Ip address A.X.Y.Z S we -l *| grep total
ServerA: X : Switch hostname total
nics: gleaf—lOl%ll
e Y : Interface

alias: ens1f0
peer_device: gleaf-101 Z : Sublnterface

peer_interface: Ethernetl/1 Ethl/l 511 p— . ‘
e oo i) 40,0009 T oConfigs BEH4ERK
"~ Servern
- ServerB

© SAKURA internet Inc. 25




I BREEROCIZEER

ZHEOHE. BEFNICTRA FT5LHAZEA

GitHub

(6) Approve

2)GitHub
Action

GitHub
Self Host Runner

3 Lint

4
SAKURA internet

= @ Fﬁgﬂ%—:ﬁiﬁ — 56} / cEOS Container

(5 Dry-run&Apply

.

Validation
Apply test
Health check

(4) Container deploy N

(6) Container destroy .

https://containerlab.dev/

REEY M 7 NV DEEEL., FEHRAR DR = ER

© SAKURA internet Inc. 26



COMEBEDODGPUI R 2%Z21EBHDIC 7 SAKURA internet

CNZAFTRHT=6,
BESALLELDY XTI H? g
7\

© SAKURA internet Inc. 27



4
SAKURA internet

F e

© SAKURA internet Inc. 28



FeoH

S HLONEZZA DA77

EHOEREFENDITEZ EICLY
SR A > 7 T xER

* Chassis Switch / Clos Topology

+ EOS / SONIC

FR74 bRy 7 AANDPkik

MEBRT7—FT7F v Di

R L U 7
Clos Topology/Chassis Switch D UL\ 73 [ F

GPUA ~ 7 7B DOREICH BEE

- — B 7 Clos topology & I BB B 48
- Full bisection|ZwhE7L Y 7 #HDIEK.

EIE O X

-

SAKURA internet

SONICOERIC L Y . R T Y /N —
*Hﬂl*‘d)ﬁ_l: X L. RE < BB

N— R 7R, BFIZIZoSD
VV—XO— R L RIJILORNERBEE NN N

-BERHAAR MR, RELRAFILEY b
LB EZAT-EEN., EELLS

Ml

BEN{LDHX V) A

IR E 3R DIFINIC
=Ediklé 1'“’3‘%%0)75‘1971'_%_737'7'

ERELT, AERAET YN —EEH
+ 0SS EA L /- BEME DHEE

GltHub/AnS|bIe7E R L 725X BEML

s CIOBAIZ K AEAEY 1 7 )L DiEiE

1L

© SAKURA internet Inc.

29



FeoH

— RERICIO L =EVSITHABE

— BHORARIRPFNPCPHEIRZTZLHEF X -FIR

— BEMELEBEITNEESZTENG L

KULBDIT“Bo=-bTEVEITS"Z

L0

SAKURA internet

AKURA internet Inc.



;%E;ﬁ % L 7’:_ \o\ '_.k ’f / I“ .SAKURA internet

— XTI F v DEEEE

Clos%%k 1T AH5ZEICE>T I REBICRBZE]| #EDEIHICRERLCELED?
HIALOLY Yy — ¢ ClosE bbb aEIRLETH?
é: D& D IHEETENELTH?

GPUERBICBITA DI FAR Y X —Di&sT

- 5[] |$ Arista/SONICO— T L7zD, BSAIEEDEL Y BTILTFR U X —ZET L TWETH 7
c WILF R X—TERT 570, twotvfoa__ai% L TCWEFTH?
- SONiIC%* B9 7-bTBET/] MEBEIZEDLSITRY T LA ?

KT B ERAIRMADT77A—F

- B 7= TRE, BEMbZ2z R EEZO2UNOBART7 78 —FldHhHlY) £9H7
- KREDInterface& . ED LD ICEH-TWFETH?

BIANRLLEAR S, E5“HM"LETH?

© SAKURA internet Inc. 31



7 SAKURA internet
T PYIEWCE  B'RITCES IICERD



4
SAKURA internet

Appendix

© SAKURA internet Inc. 33



S BHBONEDGPUA 7 52

r )
SAKURA internet

B200 GPUZ 7 A X H200/B200 GPUZ 5 X & H100 GPUZ T R &

Spine/Leaf :
7060X6-64PE(Tomahawk5)

Chassis Switch:

. Spine/Leaf/Storage :
—z=== DCS-7816L-CH(Jericho 2c+)

Edgecore AlIS800(Tomahawk5)
+ SONIC

Storage:
7280DR3A(Jericho2c) Chassis
% ' o Fabric12
\/ 800GBASE SR8

800GBASE SR8

800GBASE 2DR4

: : 800GBASE 2DR4
z L 1 e
s NS SAIGHo (400G*2 breakout)
(400G*2 breakout)
. ‘ . ‘ .

400GBASE FR4

400GBASE DR4

400GBASE DR4

S800GBASE 2DR4
(400G*2 breakout)
S00miEE D
CIEE Storage Servers
400GBASE FR4 *ff' 2T g

Storage core Switchl

Storage core Switch2

Storage Firm

© SAKURA internet Inc. 34




Arista vy —>Z2HWEGPU 7 7 X X 5%5

PAN
7

H

JANOG54 Meeting

ERAIRINTI YO0 57 RY—EX

DL >TCHIE

SAKURA internet

2024%7H4H

LAy —2y FHhRASH
HEBH

T H Kt

BN L ENBED > TCBITBEBR TRITSNTWLWET

JANOG54 meeting

ELZY: - .
SAKURA internet
INTERCONNECT GLOBAL/LOCAL GLOBAL
NETWORK ‘ [ NETWORK ‘ ‘ NETWORK
CLUSTER/USER
INTERCONNECT GPU PHY NETOWRK
RACK RACK RACK
.... BACKBONE USER
NETWORK
INTERCONNECT ....
SWITCH NVIDIA GPU
HID0X8
PHY NETWORK
200Gbps SWITCH
ar
400Gbps
NVIDIA GPU
HI00X 8
© SAKURA internet Inc.
w = a
24y FDERERE SAKURA internet

Arista 7816R3D T v 7 &ECDWT

N=RIx7DA4 VA=)V EGHEGZELHVFMICEEDHENTVE

| svo2y>ricout
° 5y /IREY IRIHEZOY—ILHBS
Ry —HROY - ER L CHED. BRTERYE>TWEE
HHEWERT ARy I FIVETFINTHNERRVWEY

® HATODZ v 7 E#HIEFAR &Ik

Arista 7800R3 Series A—H— RO SENMNEN ENBERTDT v I T > ME
Modular Data Center RIRHTHD L. FPIO¥EE KBTI LI
Switches

© SAKURA internet Inc. 28

BCAR D 3Gt

4
SAKURA internet

ERXAIRIT /N7y 7050 KR —ERXA DL - THATZER

=)
SAKURA internet

EBMEEoTRERIY—N—bY 400Gbs x4 DRy ND—H [CEE

ST : | Eegots>

Sy =2y F !

400G-DR4 |{ 400G-DR4 | [ 400G-DR4 |{ 400G-DR4 ]

® SMF MPO-12BC4R ICE

e oL . WEHEEE L Y KEEE B LUIER, Y— R/X\—F 1 ROOSFP-
RHSHAWBWBHEARZ LS >TcTFE LD
e . . BRIEEHOMIBAAIGCEE LT
FMPO-12 Ny F/ L

SMF 144 MPO 12 x 12

cS> 0= EHLTHT
SME MPO 12 /Ay FINRIL ‘
o LVFDEZARERL
SMEMPOT? BAL S Y 7ILICRY, 400GDRALEELTVS
o

400G-DR4 | [ 400G-DR4 | [ 400G-DR4 | [ 400G-DR4 |

GPUY —/\—

© SAKURA internet Inc 35

RO et

)
SAKURA internet

WO Sy 0 &Ny FNZXIILERAS Y ELTHAL TRIRT B3R5

N | = r7717 11111113
b LL}

© SAKURA internet Inc. 36

© SAKURA internet Inc. 35


https://www.janog.gr.jp/meeting/janog54/sakura/

SONiICZAW7=GPUZ 7 X X2 DRk
ZHEFEIN L ENBD - 7CBAITBEEN TR SN TVET

Arxiv

SAKURAONE: Empowering Transparent and Open Al Platforms
through Private-Sector HPC Investment in Japan

Fumikazu Konishi

SAKURAONE: EMPOWERING TRANSPARENT AND OPEN Al
PrLATFORMS THROUGH PRIVATE-SECTOR HPC INVESTMENT IN JAPAN

Fumikazu Konishi
Research Center
SAKURA internet Inc.

Japan

SAKURAONE

Spine Switch

BO0OGHE

Leal Switeh

400GbE

Computing Node

Storage Switch

200GhE

vassmos | [vossmos | [vossmns | [vossmos |

[vossnaos | [wossmos |

[vossmos| [vossmos

Storage System [ cenn |[ connn | | como || o |

| Contd || Conti |

| como || coan

ES4DDNVX2-NDRZ00 NDR200

NDR200

TLC 850 30.74x24 TLC S50 30.74x24

TLC S50 30.74x24

ES400NVH2-NDR200
TLC 550 30.74x24

Figure 2: SAKURAONE Network Overview

The Linux Foudation User stories

Open Networking at Scale: How SAKURA internet Deployed
a TOP500 GPU Supercomputer with SONIC

SONi[ @™ SAKURA internet

USER STORY

Open Networking at Scale: How SAKURA
internet Deployed a TOP500 GPU
Supercomputer with SONIC

Organization

SAKURA internet Inc. is aninternet company founded in
1996. Under the corporate philosophy of “Turning ‘what
you want to do’ into ‘'what you can do,” we develop a

variety of services to meet customer needs and propose

DX solutions that cater to various industries.

Since our founding, which began with the provision of
shared server services, we have expanded to offer services
such as “Koukaryoku" to support generative Al, and
“SAKURA Cloud,” which has been conditionally certified
for use in government cloud systems. A key feature of our
company is that we handle everything from development
to operationsin-house.

Overview

SAKURA internet is responding to the growing demand for
computational infrastructure driven by the rapid adoption
of generative Al by continuously procuring next-generation
GPUs and strengthening reliable operational systemsin
our own data centers. As adigital infrastructure company
contributing to the sustainable development of the

digital society, our mission is to provide cloud services for
generative Al.

To continuously meet the increasing demand, we
recognized the necessity of resolving the following
challenges:

» Ensuring vendor-neutral supply to mitigate risks
» Adopting technologies with high neutrality

» Accelerating delivery speed

Why SONiC?

We selected SONIC for our new 800-GPU cluster because it
directly addressed these needs. SONIC provided:

« Hightransparency, asit isimplemented on a Debian/
Linux platform

« Active development of new features supported by the
global community

» The ability to streamline operations by leveraging the
same technologies used for Linux servers

In addition, SAKURA internet has a corporate culture of
leveraging OSS and bottom-up initiatives. This culture
supported our adoption of SONIC and enabled us tolaunch
a GPU cloud infrastructure in avery short period of time.
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