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JANOG57 発表資料アジェンダ

• 背景/目的

• これまでのIIJにおける構成管理と課題

• 理想のネットワーク運用とそれを実現するための構成管理の在り方

• Peering Managerを用いた構成管理PoC

• まとめと今後の展望

• ディスカッション
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JANOG57 発表資料自己紹介
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JANOG57 発表資料

ツール化・自動化・自律化

によるオペレーション

手動生成・人力補完

によるオペレーション

背景/目的

ネットワーク要件の多様化により手動運用は限界に達しており、
自動化に向けて構成情報を適切なデータ形式で管理する必要がある。

各種情報源

各種情報源
各種情報源

各種情報源

設定人力生成

人力投入

テンプレから生成

人力投入
機械生成

機械投入

自動化

自律化
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JANOG57 発表資料IIJのネットワーク紹介

要件に合わせた4つのネットワークを構築・運用
WARP, IP backboneは6カ国に展開

構内回線 キャリア回線 ダークファイバ

Internet

VPN

(IPsec/
GRE)

WARP(L2VPN/WDM)

VX + NFV
IP backbone

(Pure IP)

MATRIX

(L3VPN)

運用管理

ネットワーク

SDN インターネット接続 閉域接続 監視・コントロールサービス

L3

L2

L1
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JANOG57 発表資料これまでのIIJにおける構成管理

• 漠然と多くの情報を取得・管理

• 運用上大きな問題とはなっていないが、しかし…
• 一部は連携し動作しているが、各種情報を人力で相互に照らし合わせて妥当性・
整合性を担保している場合もある。

ラック写真 ラック図 パッチパネル管理

PAM
ルータ

情報管理

設定テンプレート

LSP管理 Peer管理 IP顧客管理 閉域顧客管理

物理管理

論理情報

サービス

固有管理

ライセンス

ドキュメント
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JANOG57 発表資料これまでのIIJにおける構成管理の課題

BGP 1接続に対して多い場合は以下の管理情報が発生する。

必要なデータは人が加工すれば扱えるものの、システムからは取り出しにくく、
システム間連携やデータの活用が進めにくい。

AS2497 対向ASN

DatacenterCF

A

CF

A

LOA

Connection ID
LAG#

1

I/F#1

LAG#
1

I/F#1

Port ID

Carrier Circuit ID

Service ID

Service 
ID(IPv4)

Service 
ID(IPv6)

IPv6 
address

IPv4 
address IPv4 address

IPv6 address

パッチ情報

Peer管理

パッチ管理
PAM

Cross 
Connect ID
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JANOG57 発表資料

理想は人手を介在せず、システム間が連携してネットワーク運用が完結する世界

PAM

IIJの考える理想のネットワーク運用および構成管理

ラック図

PP管理

設定

テンプレート

ルータ

情報管理

作業自動化

プラットフォームLSP管理

Peer管理

IP顧客管理

閉域顧客管理 監視状態変化

実行

作

業

オペレータ
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JANOG57 発表資料

#
コアルータ 接続先

ホスト名 Port ホスト名

1 コアルータA 1 ピアルータA

2 コアルータA 2 ピアルータB

3 コアルータA 3 エッジルータA

4 コアルータA 4 コアルータB

5 コアルータB 1 ピアルータC

6 コアルータB 2 コアルータA

データ管理手法について

#
コアルータ 接続先 事業者/

顧客ホスト名 Port ホスト名 Port

1 コアルータA 1 ピアルータA 1 事業者A

2 コアルータA 1 ピアルータA 2 事業者B

3 コアルータA 2 ピアルータB 1 事業者C

4 コアルータA 2 ピアルータB 2 事業者D

5 コアルータA 3 エッジルータA 1 顧客A

6 コアルータA 3 エッジルータA 2 顧客B

7 コアルータA 4 コアルータB 2 -

8 コアルータB 1 ピアルータC 1 事業者E

9 コアルータB 2 コアルータA 4 -

1つのデータベースで全NW領域の情報を管理

#
ピアルータ

事業者
ホスト名 Port

1 ピアルータA 1 事業者A

2 ピアルータA 2 事業者B

3 ピアルータB 1 事業者C

4 ピアルータB 2 事業者D

5 ピアルータC 1 事業者E

#
エッジルータ

顧客
ホスト名 Port

1 エッジルータA 1 顧客A

2 エッジルータA 2 顧客B

統合データベース管理 分散データベース管理

NW領域ごとにデータベースを分けて情報を管理
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JANOG57 発表資料理想のネットワーク運用の実現に必要な構成管理の在り方

比較観点 統合データベース管理 分散データベース管理

柔軟性 領域ごとの差異を吸収しづらい 領域ごとに最適なデータモデルを採用可能

変更影響範囲 全体へ波及し、大規模改修が必要 局所化され改修が容易

開発スピード 大規模化し、追加開発が困難 迅速に機能追加・改修可能

拡張・将来性 構造が複雑化し、APIが扱いにくい API連携が前提で、自動化との親和性が高い

⚫下表の観点から 「分散データベース管理 + API連携」 方式を選定

⚫NW領域ごとに独立してデータを管理し、必要な時に情報を紐づける

統合化（全体最適）ではなく、「分散（局所最適） + 連携化」により、

自動化親和性とメンテナンス性の両立を目指す
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JANOG57 発表資料PoC概要

⚫ 目的
分散データベース管理 + API連携による、ネットワーク運用自動化の実現性
および OSS（オープンソースソフトウェア）の実用性と開発効率を評価する。

⚫ 実施内容
• APIによる外部ツール連携

• Peering Manager（PM）を用いたピアリング情報の登録・更新

• 当社要件との整合性確認

評価軸 内容

自動化親和性 API品質・外部システムとの連携性

データ管理範囲 必要なピアリング情報を十分に表現できるか

拡張性 当社要件に合わせて項目追加・変更が容易か
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JANOG57 発表資料Peering Manager（PM）の概要と選定理由

⚫概要
• BGP セッションやピアリング情報の管理に特化した OSS

• Python/Django で実装され、Web UI と REST API を標準提供

• 構成管理データベースとして利用可能

⚫選定理由
• OSSのため、無償かつ拡張性が高い

• APIが充実しており、自動化との親和性が高い

引用: https://demo.peering-manager.net/
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JANOG57 発表資料PoC実施内容

差分抽出、

必要情報の洗い出し

不足項目

拡張開発

既存管理情報

2.管理すべき情報の整理 3. 管理項目の追加拡張

PM標準管理項目 必要な全ての

情報管理

比較

GET

PATCH

1. API による情報取得・更新
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JANOG57 発表資料PoC評価結果サマリ

⚫ データ管理 + API連携によりネットワーク運用自動化が実現可能

⚫ ピア領域において、PM活用により、開発スピードやコストを
抑えながら当社要件に適合したデータ管理が可能

評価軸 評価結果

自動化親和性
API経由で情報取得・更新が可能であり、
ネットワーク運用自動化の実現が可能

データ管理範囲
PM標準提供機能だけでは、不足している管理項目が
存在するため、要件に合わせた拡張が必要

拡張性
Python/Django ベースであり、
一般的な開発スキルで容易にカスタマイズ可能
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JANOG57 発表資料【PoC評価結果詳細】 自動化親和性

API経由での情報取得

取り出したい形式で、API経由での情報取得・更新が可能であり、
ネットワーク運用自動化が実現可能。

Pythonツール

GET

Pythonツール

PATCH

API経由での情報更新
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JANOG57 発表資料【PoC評価結果詳細】 データ管理範囲

当社要件と PM 標準項目を突合した結果、以下の項目が不足。

不足項目 内容

回線ID PMの自動採番ルールが当社の採番ポリシーと不一致

複数インターフェース（LAG）
単一インターフェースは登録可能だが、
LAGに紐づく複数インターフェースをまとめて管理できない

BGPパス制御用フラグ 当社独自の運用パラメータであり、標準項目に存在しない

回線IDはシステム側で整数を自動採番 単一インターフェースのみ登録可能
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JANOG57 発表資料【PoC評価結果詳細】 拡張性

当社採番ポリシーに沿って

登録可能な管理項目へ変更

一般的な Python/Django スキルがあれば、
当社固有の要件に合わせたデータモデル拡張が十分可能。

物理インターフェース（リスト型）

の管理項目を追加

標準提供（Before）

追加拡張後(After)

回線ID 複数インターフェース
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JANOG57 発表資料PMを用いた自動化ユースケース（想定）

新規回線の自動設定 BGP maximum prefixの自動更新

新規回線情報登録

ツール実行
新規回線情報取得

コンフィグ生成

オペレータ

運用システム

Syslog通知

手動 自動凡例

既存max-pref情報取得

max-pref更新用コンフィグ生成自動設定投入

max-pref情報更新

①

②
③

① ②

③
④

⑤

BGPセッション管理や関連作業を効率化し、業務負荷を低減させる

④

ネットワーク機器

⑤
自動設定投入
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JANOG57 発表資料まとめと今後の展望

IIJにおける理想の構成管理手法を検討し、PoCを行った結果、
自動化親和性の高い構成管理アーキテクチャを実現できた。

まとめ

今後の展望

ピア領域の情報管理システムとして、
Peering Manager を商用導入予定。

将来的には外部システムと連携して、
デリバリ・メンテナンス作業の自動化・自律化を目指す。
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JANOG57 発表資料構成管理はどこまでやるべきか？

⚫ OSSは継続性・安定性の面でリスクがあるため、
長期運用する場合、内製開発/ベンダ製品利用の選択肢もある

⚫ コストや運用負荷を考慮しながら、
管理範囲の適切な落とし所を検討する必要がある

項目 OSS活用 内製開発 ベンダ製品

初期コスト・
導入スピード ◎ △ △

自社要件適合度 〇 ◎ △

保守・運用負荷 △ △ ◎

継続性・安定性 △ ◎ ◎
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JANOG57 発表資料ディスカッションしたい内容

1. ネットワーク構成情報について、現在どの範囲まで管理できているのか？
また、今後どこまで管理すべきなのか？

2. 構成管理のために、どのようなツールや仕組みを活用しているのか？

3. 組織として、構成管理の標準化・共通化はどの程度進んでいるのか？
（部署ごとの管理に留まっているのか、会社全体で一元的に管理できているのか？）

4. 構成管理と運用自動化の連携は、どこまで実現できているのか？

5. 人の介在を前提としないシステムを選定・検証する際、どのようなハードルがあるか？
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