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https://kubernetes.io/docs/concepts/overview/components/ &5

Kubernetes cluster

API Server

Cloud Controller Manager (optional)

Controller Manager

etcd (persistence store)

kube-proxy

Scheduler

Node

Control Plane
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Who is using CNI?

Container runtimes &

Kubernetes - a system to simplify container operations
b Nomad &- A simple and flexible scheduler and orchestrator to deploy and manage
containers and non-containerized applications across on-prem and clouds at scale.
Containerd &- A CRI-compliant container runtime
CyN lightweight container runtime
Shift 2- Kubernetes with additional enterprise features
L’/- a platform for cloud applications
s =~ a distributed systems kernel
5 Z a highly scalable, high performance container management service
- a container platform optimized for HPC, EPC, and Al

- an orchestrator for legacy and containerized application stacks
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https://kubernetes.io/docs/concepts/services-networking/

Services, Load Balancing, and
Networking

Concepts and resources behind networking in Kubernetes.

The Kubernetes network model
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